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Abstract. Recently, in terms of investigation and in a minor scale for the solution of structural mechanics problems, Finite Volume (FV) techniques has been frequently considered [1]. Recently, finite volume methods has been tested in several structural problems, such as elasticity [3,5,6], thermo-elasticity [4], visco-plasticity [7], axisymmetric structures [8,12], incompressible materials [10,11], plates [9], orthotropy [13], welding process [15], fluid-structure interaction [14], extrusion and forging [16], among others. The results were always very promising, since the method demonstrated to be robust and always following consistently the reference solutions available, considering both, the primitive variables (displacements) and recovered variables (stresses) [2,17]. Besides its inherent robustness due to its conservative approach, another strong factor that favors the advancement of the method has been its ability in dealing with complex geometries using meshes similar to the ones used by finite element methods (FEM). But, it seems that the most promising application is its use in coupled problems, like in fluid-structure interaction, in which the same grid can be used for both problems. This paper presents the development of an Element-based Finite Volume Method (EbFVM) applied for the solution of some structural problems aiming its validation, including an order of error analysis of Richardson [2], the solution of the Patch Tests [31] and an analysis of convergence by using iterative methods for solving the linear system. The results agree well with the available results in the literature and
encourage further development of this method for solving structural problems especially in coupled problems.

1 INTRODUCTION

The development of numerical techniques for the solution of solid and fluid mechanics problems followed two independent routes for more than two decades. Probably the nature of the governing equations and the complexity of the domain dictate the choice of the method. Finite element techniques (FEM), due to its ability in dealing with arbitrary domains and its less complex mathematical models for elasticity problems, was the choice in the solid mechanics area. In the other hand, developers of finite volume methods (FVM) were dedicated to cope with the high nonlinearities and the coupling of the fluid flow equations, and practically none was done in this area until the 80’s to extend the methods to arbitrary geometries. In the last two decades finite element developers extended their techniques to solve problems in almost all areas, while the finite volume methods were extended to deal with arbitrary geometries and unstructured meshes, becoming extremely powerful and a largely used tool for fluid mechanics problems, the well known CFD area.

Attempting to the extensions of the FEM and FVM methodologies to solve other class of problems, one realize that strong efforts were dedicated in the FEM area for adapting their techniques for solving fluid mechanics problems. The opposite is not true, and less effort was dedicated to apply the FVM technologies to solid mechanics problems. Based on the fact that FVM has abilities for solving the full momentum conservation equations, why are those techniques not extensively applied to solve solid mechanics problems? This is the scope of this paper, in which and Element-based Finite Volume Method (EbFVM) is extended to deal with elasticity problems. This method borrows from the finite element techniques all the geometric definitions and strategies, including the sweeping of the domain for the matrix assembling. The main difference among FVM and FEM is in obtaining the approximate equations. The former does the task through balances of the transported physical quantities over control volumes created based on the elements, while the former does not have the concept of volume conservation implied.

Since engineering presses for more general techniques for solving coupled problems in several areas, one foresees that the EbFVM techniques can be successfully applied to those problems by using the same mesh and the same robust approximation offered by the finite volume procedures. Even when the coupled domains are solved sequentially, the transfer of information among domains easily transferred if the grids are of the same nature. The following statement, found in Slone et al. [14], explain the requirements when solving a coupled problem:

“Unless the fluid-structure coupling is either one way, very weak or both, transferring and filtering data from one mesh and solution procedure to another may lead to significant problems in computational convergence. It becomes clear that when addressing dynamic fluid-structure interaction problems, for those with any significant degree of coupling, the solution procedures in the solid and fluid domains have to be compatible in respect of:

- The mesh structure and element order;
- The method of spatial discretization;
• *The two-way exchange of information of the fluid-structure interface.*

With this major motivation in mind, this paper describes a EbFVM technique successfully employed for CFD problems, for the solution of solid mechanics problems. The main goal is the presentation and evaluation the method using well-known test problems found in the literature.

1.1 Developments - Historical View


problems, listing several factors for this choice. Finally, in 2009 Vaz Jr, Muñoz-Rojas and Filippini [2], presented an analysis of errors in the calculation of node stresses using the finite volume and finite element methods.

These citations comprise much of the work in the area. An overall evaluation of the results reported has been very positive, motivating the use of finite volume techniques in these types of problems. Some of the characteristics of the method deserve to be highlighted:

- The good convergence and stability of the numerical solution;
- Ease of implementation in existing computational algorithms for fluid flow;
- Facilitates the exchanging of information among the domains involved;
- The strict conservation of physical quantities at the discrete control volume level means that one is respecting what the point-level partial differential equations requires. It must be always recalled that the partial differential equations represents a point-level balance of the physical quantities. The finite volume approximation equations are merely one of steps in the process of deriving any equation governing a physical phenomenon.

2 EQUILIBRIUM EQUATIONS AND CONSTITUTIVE RELATIONS

The equilibrium equations are obtained by applying the linear and angular momentum equations to a differential volume, obtaining

\[
\begin{align*}
\text{div}[\sigma] + \mathbf{b} &= \rho \mathbf{f} \\
\sigma &= \sigma^\prime
\end{align*}
\]

with

\[
\begin{align*}
\mathbf{u} &= \overline{\mathbf{u}} \quad \mathbf{x} \in \partial \Omega^u \\
\mathbf{f} &= \mathbf{f} \quad \mathbf{x} \in \partial \Omega^f
\end{align*}
\]

with

\[
\begin{align*}
\partial \Omega = \partial \Omega^u \cup \partial \Omega^f \\
\partial \Omega^u \cap \partial \Omega^f = \emptyset
\end{align*}
\]

where \( \sigma \) is the stress tensor, \( \mathbf{b} \) the body forces, \( \mathbf{f} \) the acceleration and \( \rho \) the specific mass. The boundary conditions are defined so that \( \mathbf{n} \) is the outward normal unit vector and \( \overline{\mathbf{u}} \) and \( \mathbf{f} \) are prescribed displacements and loads, respectively. Quasi-static deformation is assumed in the present work (no inertia effects are accounted for).

The constitutive relation for linear elastic solids is well known in the literature, in which, for sufficiently small deviations from a given reference state, the stress-strain relation is known as generalized Hooke’s law,

\[
\sigma = \sigma_0 + \mathbf{D} : \varepsilon^e \quad \text{and} \quad \varepsilon^e = \frac{1}{E} [(1 + \nu)\sigma - \nu \text{tr} (\sigma) \mathbf{I}] + \frac{1}{E} [(1 + \nu)\sigma - \nu \text{tr} (\sigma) \mathbf{I}]
\]

in which \( \sigma_0 \) is the initial stress tensor, \( \mathbf{D} \) is the isothermal elastic modulus, \( \varepsilon^e \) the elastic strain tensor, \( E \) the Young modulus, \( \nu \) the Poisson’s ratio and \( \mathbf{I} \) denotes the second order identity tensor. Equations for plane stress and plane strain problems can be readily derived from Eq. (2), which, in terms of stress and strain components is,

\[
\begin{align*}
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy} 
\end{bmatrix} = \begin{bmatrix}
a & b & 0 \\
b & a & 0 \\
0 & 0 & c
\end{bmatrix} \begin{bmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
2\varepsilon_{xy}
\end{bmatrix}
\end{align*}
\]

in which the constants of Eq. (3) are given in Tab. 1.
where $\varepsilon_{xx} = \partial u/\partial x$, $\varepsilon_{yy} = \partial v/\partial y$ and $2\varepsilon_{xy} = \gamma_{xy} = (\partial u/\partial y + \partial v/\partial x)$, are the strain components, and $u$ and $v$ are displacements along the $x$ and $y$ directions, respectively.

### Table 1: Constants of Eq.(3)

<table>
<thead>
<tr>
<th></th>
<th>1D</th>
<th>EPT</th>
<th>EPD</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$E$</td>
<td>$E/(1-\nu^2)$</td>
<td>$E/(1+\nu)(1-2\nu)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>1</td>
<td>1</td>
<td>$1-\nu$</td>
<td>1</td>
</tr>
<tr>
<td>$b$</td>
<td>0</td>
<td>$\nu$</td>
<td>$\nu$</td>
<td>$\nu$</td>
</tr>
</tbody>
</table>

where $C = \frac{a+(1-b)b}{2}$.
Fig. 2(a) shows a discretization where triangular and quadrilateral elements are present with a control volume created using parts of the five surrounding elements, and a Fig. (2b) shows the sweeping direction of the boundary, the constant thickness vector, \((t = [0, 0, T]')\), the border vector \((L)\) and the surface vector \((S)\), where \(S = L \times t\).

### 3.2 The finite volume equilibrium equation

The general discretization procedure is summarized as follows: Firstly, the linear equilibrium equation, Eq. (1), in its conservative form is integrated over the control volume, followed by application of the divergence theorem, resulting in

\[
\iiint_{\Omega_v} \nabla \cdot \boldsymbol{\sigma} \, d\Omega + \iint_{\partial \Omega_v} \mathbf{F} \cdot d\mathbf{S} = 0
\]

where \(d\mathbf{S}\) is the differential vector of the volume surface \((\partial \Omega_v)\), \(\Omega_v\) is the control volume and \(d\Omega\) its respective elemental volume. Substituting the 3D stress tensor and its corresponding vectors, one gets

\[
\iiint_{\Omega_v} \nabla \cdot \begin{bmatrix} \sigma_{xx} & \sigma_{xy} & 0 \\ \sigma_{yx} & \sigma_{yy} & 0 \\ 0 & 0 & \sigma_{zz} \end{bmatrix} \, d\Omega + \iint_{\partial \Omega_v} \begin{bmatrix} b_x \\ b_y \\ b_z \end{bmatrix} \cdot d\mathbf{S} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}
\]

where \(d\mathbf{S}\) was substituted by its respective vector product. For the 2D analysis carried out in this work the resulting equation for a plane state of tension is

\[
\iiint_{\Omega_v} \begin{bmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \\ 0 & 0 \end{bmatrix} \, d\Omega + \iint_{\partial \Omega_v} \begin{bmatrix} b_x \\ b_y \end{bmatrix} \cdot d\mathbf{S} = T \begin{bmatrix} \sigma_{xx} & \sigma_{xy} \\ -\sigma_{xy} & \sigma_{yy} \end{bmatrix} + \begin{bmatrix} b_x \\ b_y \end{bmatrix} \, d\Omega = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

Representing \(dL_x\) and \(dL_y\) by \(dx\) and \(dy\), one gets

\[
\iiint_{\Omega_v} \begin{bmatrix} \sigma_{xx} dy - \sigma_{xy} dx \\ \sigma_{yx} dy - \sigma_{yy} dx \end{bmatrix} + \iint_{\partial \Omega} \begin{bmatrix} b_x \\ b_y \end{bmatrix} \, dx \, dy = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]
Substituting the deformations and their relations, one gets

\[
\int A \left( \begin{array}{c}
\frac{du}{dx} \\
\frac{dv}{dx} + a \frac{du}{dy} \\
\frac{dv}{dy}
\end{array} \right) dy - \int A \left( \begin{array}{c}
\frac{dv}{dx} + b \frac{dv}{dy} \\
\frac{du}{dy}
\end{array} \right) dx \right) + \iint \left\{ \begin{array}{c}
b_x \\
b_y
\end{array} \right\} dxdy = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

(7)

### 3.3 Parametric element. Coordinate transformation

In order to generalize and facilitate the computational process of integration, that is, the coefficients calculation and assemble of the global matrix, it is convenient to parameterize the variables \( x \) and \( y \) or, in other words, to have a transformed element with parametric coordinates (local coordinates). In this study, only quadrilateral elements are used, although all the formulation holds for other type of elements. The parameterization is shown in Fig. 3, with the element in \((x,y)\) global coordinate system, Fig. 3(a), and in Fig. 3(b) in the local coordinate system, \((r,s)\). The shape functions and the mathematical relations derived from the transformation are given by

\[
\begin{align*}
N_1 &= \frac{1}{2}(1+r)(1+s) \\
N_2 &= \frac{1}{2}(1-r)(1+s) \\
N_3 &= \frac{1}{2}(1-r)(1-s) \\
N_4 &= \frac{1}{2}(1+r)(1-s)
\end{align*}
\]

\[
\begin{align*}
\phi (r,s) &= N_1 \phi_1 + N_2 \phi_2 + N_3 \phi_3 + N_4 \phi_4 \\
J(r,s) &= \frac{\partial x}{\partial r} \frac{\partial y}{\partial s} - \frac{\partial x}{\partial s} \frac{\partial y}{\partial r} \\
dxdy &= J drds \\
dx &= \frac{\partial x}{\partial r} dr + \frac{\partial x}{\partial s} ds, \\
dy &= \frac{\partial y}{\partial r} dr + \frac{\partial y}{\partial s} ds
\end{align*}
\]

(8)

\[
\begin{align*}
\frac{\partial \phi}{\partial r} &= \frac{\partial N_1}{\partial r} \phi_1 + \frac{\partial N_2}{\partial r} \phi_2 + \frac{\partial N_3}{\partial r} \phi_3 + \frac{\partial N_4}{\partial r} \phi_4 \\
\frac{\partial \phi}{\partial s} &= \frac{\partial N_1}{\partial s} \phi_1 + \frac{\partial N_2}{\partial s} \phi_2 + \frac{\partial N_3}{\partial s} \phi_3 + \frac{\partial N_4}{\partial s} \phi_4
\end{align*}
\]

Para \( i = 1 \ldots 4 \)

in which \( N_i \) and \( \phi_i \) are values associated with the \( i \)th local node, \( \phi \) can be any variable within the domain of the element, and \( J \) represents the Jacobian of the transformation.

![Figure 3: Element in global coordinates (a), and local coordinates (b).](image-url)
3.4 The discrete finite volume equations in local coordinates

As can be seen in Fig 2(a), the control volume R, for example, is formed assembling parts of the elements, called sub-control volumes (SVC), sharing the same node. The integration along the boundary $\partial \mathcal{L}_V$ is performed in the faces of each SVC, that is, two integration points exist for each SVC, one in each face, named $f_1$ and $f_2$ (see, for instance, Figs. 4(a) and 4(b).

Although the discretization is performed using balances over a control volume, the computational code will sweep element-by-element assembling the equation for a specified control volume. All information are stored at the element. For example, in a 2D case, for a quadrilateral element, 8 integration points will be known for each element. At those integration points fluxes will be calculated and stored. When assembling the global matrix, 2 of these fluxes of each element will be used for constructing the approximate equation for that control volume.

These faces ($f_1$ and $f_2$) are generalized through the line $f_m$ shown in Fig. 4(c), considering the position of the Integration Point (IP), and the sweeping direction of the control volume border. Considering linear variation at the faces, the Gauss-Legendre integration with one integration point suffices to obtain the exact integral of the polynomial. The integrations points $IP_1$ and $IP_2$ are shown in Figs. 4(a) and 4(b) in the global and transformed coordinate system, respectively.

Using the expressions given in Eq. (8), one obtains

$$
A \left\{ b u^m_i N_{a \delta_{ij}} \delta_{ij} + C \left( u^i_i N_{a i} + u^i_j N_{a j} \right) \right\} e_{jnp} e_p dx_\alpha = g^e_i \quad \text{onde} \quad g^e_i = - \oint_{\partial \mathcal{L}_W} b \ e \; dx dy
$$

$$
i = 1..2, \quad j = 1..2, \quad a = 1..4, \quad m = 1..2, \quad n = 1..3, \quad p = 1..3, \quad l = 1..4, \quad k = 1..n_{elem}
$$

Eq. (9) for a quadrilateral element has 8 equations and 8 unknowns values $[u_{n a}, v_{n a}, u_{n b}, v_{n b}, u_{n c}, v_{n c}, u_{n d}, v_{n d}]^T$ which are the nodal displacements of the element. $A$, $b$ and $C$ appearing in Eq.(9) are defined in the Tab.1, and $u^m_i, u^i_i, u^i_j$ are the displacements of a node $a$ in the direction defined by $m$, $i$ and $j$, respectively. $N_{a m}, N_{a i}, N_{a j}$ are the derivatives of the $a^{th}$ shape function in relation to the directions $m$, $i$ or $j$, and, $\delta_{ij}$ is the
Kronecker Delta, $\epsilon_{1mp}$ is the alternating tensor, $e_p$ is the thickness vector, where $p$ indicates one of the main directions, $dx_n$ indicates the differential length (dx and dy) and $g_{ij}$ are the body forces integrated over the SVC. To conclude the definitions, $i$ and $j$ are free indexes indicating rows and columns in the matrix. By its turn, $l$ is an index, and will generate a new system for each value of $l$. This in fact indicates the node that is associated with the SVC and $k$ indicates the element. The relations, 

$$
\begin{align*}
    r &= r_{Afm} + \alpha_{fj} q \\
    s &= s_{Afm} + \beta_{fj} q \\
    \alpha_{fj} &= \frac{r_{Bfm} - r_{Afm}}{||e_n||} \\
    \beta_{fj} &= \frac{s_{Bfm} - s_{Afm}}{||e_n||}
\end{align*}
$$

are used to obtain

$$
\left. T A \sum_{n=1}^{2} \int \left[ \left( (b + 2C) y_i, N_i, - C x_i, N_i, \right) \alpha_{fj} + \left( (b + 2C) y_i, N_i, - C x_i, N_i, \right) \beta_{fj} \right] dq \right] u_i + \\
\left. T A \sum_{n=1}^{2} \int \left[ \left( - C x_i, N_i, + b y_i, N_i, \right) \alpha_{fj} + \left( - C x_i, N_i, + b y_i, N_i, \right) \beta_{fj} \right] dq \right] v_i = g_x^* \\
\left. T A \sum_{n=1}^{2} \int \left[ \left( - b x_i, N_i, + C y_i, N_i, \right) \alpha_{fj} + \left( - b x_i, N_i, + C y_i, N_i, \right) \beta_{fj} \right] dq \right] u_i + \\
\left. T A \sum_{n=1}^{2} \int \left[ \left( C y_i, N_i, - (b + 2C) x_i, N_i, \right) \alpha_{fj} + \left( C y_i, N_i, - (b + 2C) x_i, N_i, \right) \beta_{fj} \right] dq \right] v_i = g_x^* 
\right)_{j,k}
$$

Eq. (11) refers to a system for a SVC associated to a particular element, that is, has the relationship between the eight displacements $[u_{na}, v_{na}, u_{nhb}, v_{nhb}, u_{nc}, v_{nc}, u_{nd}, v_{nd}]^T$. However, starting with Eq. (11) for a $j^{th}$ SVC in some $k^{th}$ element, we can define a nodal matrix that relates the $i^{th}$ node to a $j^{th}$ SVC. This matrix appears in the nodal equation, Eq.(12), represented as $K^n_{ij}$ where $n$ indicates nodal matrix. The components of $K^n_{ij}$ are the respective multipliers in terms of $u_i$ and $v_i$ of Eq. (11). 

$$
\left. \sum_{i=1}^{n,n} \begin{bmatrix} K^n_{uu} & K^n_{uv} \\ K^n_{vu} & K^n_{vv} \end{bmatrix} \begin{bmatrix} u_i \\ v_i \end{bmatrix} = \begin{bmatrix} g^*_u \\ g^*_v \end{bmatrix} \right)_{j,k}
$$

3.5 Assembly of the equations system

The final system equations has the following form

$$
K u^* = g
$$

in which $u^*$ is the solution vector, $K$ is the stiffness matrix and $g$ the forcing vector. To assemble $K$ is necessary sweep the domain for each $k^{th}$ element locating the matrix as
present in Eq. (12) for each \( j \)th SVC and each \( i \)th element node, placing the components as \( K_{ij}^n \) in their positions with the help of the matrix connectivity. This process is illustrated in Fig. 5.

**Global system**

\[
\begin{align*}
K^n &= \begin{bmatrix}
K_{11}^n & K_{12}^n & \cdots & K_{1n}^n \\
K_{21}^n & K_{22}^n & \cdots & K_{2n}^n \\
\vdots & \vdots & \ddots & \vdots \\
K_{n1}^n & K_{n2}^n & \cdots & K_{nn}^n 
\end{bmatrix} \\
\end{align*}
\]

**Connectivity matrix**

\[
\begin{bmatrix}
k_1 & d & g & h & p \\
k_2 & a & e & z & g \\
k_3 & f & t & d & x \\
k_4 & b & m & (e) & y \\
k_5 & v & f & r & z \\
\end{bmatrix}
\]

Choosing \( e = 21 \) and \( b = 23 \)

**Figure 5:** Assembly of the equations system from the nodal matrix, forcing vector and connectivity matrix.

### 4 TEST CASES

The main goal of this section is to apply the developed method to some well-known problems such that the computer implementation and basic behaviors of the method can be checked. There is no interest in solving complex solid mechanics problems at this moment, target to be done in a next paper.

#### 4.1 Richardson extrapolation

Since it is impossible to reach zero size for the mesh, Richardson extrapolation [2] was conceived for extrapolating finite size mesh solutions to get the “exact” solution, \( \varphi_{\text{exact}} \), at a given point, by

\[
\varphi_{\text{exact}}(x) = \varphi_h(x) + e_h(x) = \varphi_h(x) + M h^p + O(h^{p+1})
\]  

(14)
where \( \phi_h \) is the discrete solution, \( e_h \) is the approximation error, \( h \) is the mesh size, \( M \) is a constant and \( p \) is the local error order. A safe application of the Richardson extrapolation requires three assumptions (Oberkampf apud Vaz Jr [2]): (i) the exact solution must be smooth enough that the Taylor series expansion for the error is justified, (ii) the formal convergence order, \( p \), is known, and (iii) the mesh size is sufficiently small such that the leading-order error term dominates the local approximation error, i.e., the convergence is monotonic in the asymptotic range. The exact order of the approximation error is not known a priori, which recommends the use of an estimate \( p^* \) that can be determined by assuming asymptotic convergence and by applying Eq. (14) to three size nested Cartesian meshes, \( h_1 \), \( h_2 \), and \( h_3 \), which, for a constant refinement ratio, \( r \), yielding

\[
e_h = \frac{\phi_{h_1} - \phi_{h_2}}{r^{p^*} - 1} \quad p^* = \log\left(\frac{\phi_{h_1} - \phi_{h_2}}{\phi_{h_2} - \phi_{h_3}}\right) / \log(r) \quad \text{and} \quad r = \frac{h_1}{h_2} = \frac{h_2}{h_3},
\]

where \( h_3 > h_2 > h_1 \). Errors are evaluated only at coincident nodes for meshes (\( h_1 \), \( h_2 \) and \( h_3 \)) and are associated to the most refined mesh \( h_1 \), therefore no global Richardson measure is computed. In this work Richardson extrapolation is used to illustrate the order of error for the displacement calculation. The calculation of the approximate order of the error \( (p^*) \) is performed for a simple test case of the cantilever beam depicted in Fig. 6 for a plane stress problem. In the same test case the monotonic convergence is verified. With the purpose to compare with the analytical solution [2] a slender beam \((L/H=20)\) is employed.

![Figure 6: The Cantilever beam used to compute the order \( p^* \) and to verify the monotonic convergence.](image)

To verify if the convergence is monotonic, it is used five meshes: \(40 \times 2\), \(80 \times 4\), \(160 \times 8\), \(320 \times 16\) and \(640 \times 32\) elements \((N_x \times N_y)\). Fig. 7 shows the neutral line near the free end where it can be seen that with the refinement of the mesh the approximate solution tends to the analytical values. Using these results Fig. 8 shows that the convergence is monotonic for a chosen point close to the free end of the neutral line (NL).
Figure 7: Monotonic convergence for a point near the free end on the neutral line compared with the analytical solution proposed by Donnell.

**Order of the error ($p^*$):** The determination of the approximated order of the error is done using Eq.(15) with $640 \times 32$ meshes (for $h_1$), $320 \times 16$ (for $h_2$) and $160 \times 8$ (for $h_3$). The order of the error was obtained for the total displacement $d$, with $d=(u^2+v^2)^{3/2}$ over the points for the smallest mesh, $h_3$. The map is shown in Fig. 9. Furthermore the error of Richardson, $e_h$, is also computed and shown in Fig. 10.

Figure 8: Monotonic convergence for the $v$ displacement of the point $(x,y) = (0,1;0,0.0025)$ m.

Figure 9: Map of the order of the error ($p^*$).
Fig. 9 shows that the order of the error is very close to 2.0 over most of the beam, reaching lower values in regions close to the fixed end. Based on these results one can say that the method used is of is of order 2.0. The largest displacements were of the order of 1.5 mm and the greatest errors of the order of \( 1.44 \times 10^{-3} \) mm, i.e. around 0.1\%, indicating a very good approximation. Following, the patch tests are performed in order to check others characteristics of the method.

4.2 Patch Test

The main idea of the Patch Test is to test the discretization method, the computational implementation of the algorithm, the consistency condition and the singularity problem which appears in certain situations. The consistency condition [31] require that in the limit (as \( h \) tends to zero) the approximation of Eq.(13) should model exactly the differential equation, Eq. (1). This is of course, minimum requirements, and it is expected to be fulfilled by any numerical method. Regardless the fact that the solution of Eq.(13) was achieved with an error of order \( p \geq 2 \), the method should reproduce exactly the solution for any linear forms of \( u^* \) as \( h \) tends to zero (where \( h \) represents the size of the element). For the patch tests \( A, B, C \) with single-element, the exact solution presented in Eq.(16) will be used, and for the patch test \( C \) with slightly degenerated elements, the solution employed is given by Eq.(17). If linear displacements are imposed the resulting analytical stress field are given by

\[
\begin{align*}
    u(x, y) & = 0.0014x \\
    v(x, y) & = 0.0052x + 0.0014y \\
\end{align*}
\]

what produces

\[
\begin{align*}
    \sigma_{xx} & = 2Pa \\
    \sigma_{yy} & = 2Pa \\
    \sigma_{zz} & = 2Pa \\
    \sigma_{xy} & = 0
\end{align*}
\]

\[ (16) \]

\[
\begin{align*}
    u(x, y) & = 0.0020x \\
    v(x, y) & = -0.0006y \\
\end{align*}
\]

what produces

\[
\begin{align*}
    \sigma_{xx} & = 2Pa \\
    \sigma_{yy} & = 0 \\
    \sigma_{zz} & = 0 \\
    \sigma_{xy} & = 0
\end{align*}
\]

\[ (17) \]
Patch Test A: In Test A, it is inserted the exact value of the parameters $u^*$ at the node $a$ and it is checked if the identity, given by

$$K_yu_j^* - g_i \equiv 0$$  \hspace{1cm} (18)

for $i = a$, according to Fig.11(a), is verified.

Patch Test B: In Test B, only the values of $u^*$ corresponding to the boundaries of the 'patch' are inserted and $u_a$ is found through

$$u_i^* = \frac{g_i - (1 - \delta_j)K_y u_j^*}{\delta_j K_y}$$  \hspace{1cm} (19)

for $i = a$, according to Fig.11(a), and compared against the exact value,

Patch Test C: In this test, the patch of elements is assembled as before, but subject to prescribed natural boundary conditions. In Eq.(13), fixing only the minimum number of parameters $u$ necessary to obtain a physically valid solution, e.g., eliminating the rigid body motion, a solution is sought for the remaining $u^*$ values and compared with the exact solution.

Single-element Test: This test is an alternative of test C, however, considering a single element. This test is, indeed, a requirement of any good numerical formulation, since a larger patch, possibly, may not reveal the inherent instabilities of a single element.

For comparison, Tab.(2) presents the nodal coordinates, nodal solution and nodal forces given by Eq.(16), referring to Figs.11(a), 11(b) and 11(c) and of Eq.(17) referring to Fig.11(d).

<table>
<thead>
<tr>
<th></th>
<th>Eq.(16)</th>
<th>Eq.(17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2: Nodal coordinates, solution and forces, Eq.(16), Fig.(11a, b, c) and Eq.(17), Fig.11(d).

Test A: Using Fig. 11(a) and the solution given by Eq.(16), assign to the border nodes the analytical values of Tab.(2), getting a system of equations. Use Eq. (18) for nodes 5, 6, 7 and 8 obtaining the residues $g_x$ and $g_y$ given in Tab.(3). It can be seen that the
residues are of the order of the truncation errors, what indicates a good behavior of the method in this test.

<table>
<thead>
<tr>
<th></th>
<th>Test A</th>
<th></th>
<th>Test B</th>
<th></th>
<th>Test C</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>g_x</td>
<td>g_y</td>
<td>u*</td>
<td>v*</td>
<td>u*</td>
<td>v*</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>0.00280</td>
<td>1.04E-17</td>
<td>0.0104</td>
<td>9.89E-17</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>0.00280</td>
<td>3.99E-17</td>
<td>0.0146</td>
<td>9.71E-17</td>
</tr>
<tr>
<td>4</td>
<td>-1.75E-15; -3.33E-15</td>
<td>5.60E-04; 2.64E-03</td>
<td>0.00056; 0.0028; 2.04E-17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.77E-15; -4.86E-14</td>
<td>1.96E-03; 8.12E-03</td>
<td>0.00196; 0.00812; 3.99E-17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-1.56E-14; 1.05E-13</td>
<td>2.10E-03; 1.06E-02</td>
<td>0.00210; 1.95E-17; 0.01060; 9.71E-17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-3.33E-15; 0.00E+00</td>
<td>4.20E-04; 3.80E-03</td>
<td>0.00042; 3.04E-18; 0.00380; 1.99E-17</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Test A – Residues g_x and g_y. Test B – Displacements u and v. Test C – Displacement u and v with respective errors.

**Test B:** As in test A, using Fig.11(a) and the solution given by Eq.(16), it is assigned to the boundary nodes the analytical values of Tab.2. Eq. (19) is then applied to nodes 5, 6, 7 and 8 resulting in the values for the displacements u* and v* given by Tab. 3. The values obtained coincide exactly with the analytical values of the Tab.2. This demonstrates that the method behaved correctly also in the calculation of the displacement.

**Test C:** Now using Fig.11(b) and the solution given by Eq.(16), it is assigned to the boundary nodes analytical values of Tab.(2) to the for displacements and forces. Then Eq. (19) is applied for nodes 2, 3, 5, 6, 7 and 8 for u and v displacements and v displacement only to node 4, obtaining the values for the displacements u* and v* given in Tab.(3) with their absolute errors. Again the errors obtained fall in the range of the truncation errors of the calculation.

**Single-element:** Using Fig.11(c) and the solution given by Eq. (16), it is assigned to the boundary nodes the analytical values found in Tab.(2) for prescribed displacements and forces. Now using Eq. (19) for nodes 2 and 3 for u and v and to node 4 only for v displacement, the values for the displacements u* and v* are obtained. Again, the numbers coincide with the analytical ones.

**Test C with “degenerated” elements:** Using Fig.11(d) and the solution given by Eq.(17), it is assigned to the boundary nodes the analytical values found in Tab.(2) for displacements and forces. Then Eq. (19) is applied for nodes 2, 3, 5, 6, 7 and 8 for u and v and to node 4 only for v displacement, obtaining the values for the displacements u* and v* that exactly match the analytical values of the tab.(2).

### 4.3 Convergence behavior of the linear system

Eq.(13), in many situations, needs solved by iterative methods. No efforts were made in order to use more efficient solvers. In spite of that, in this section, an analysis of the convergence rate of the solution using Gauss-Seidel with and without Successive Over-Relaxation (SOR) is performed. The iterative process is stopped when the norm of the residue reaches certain level of tolerance, with the norm (||R||) calculated using
Eq. (20). The initial values are zeros for all \( u^* \). The problem test used in this evaluation is presented in Fig. 12. In Fig. 12 the geometry, boundary conditions and the map for the displacement \( u^* \) are shown.

\[
R = \sqrt{\sum_{i=1}^{n} (R_i)^2}
\]  
(20)

Fig. 12: Geometry, boundaries conditions and displacement map.

Fig. 13 shows the number of iterations as a function of the acceleration parameter, indicating that the value of 1.82 was the best coefficient for this problem. Recall that this coefficient depends on the grid used.

\[
(\phi_{p}^{i+1})_{SOR} = \omega(\phi_{p}^{i+1})_{Gauss-Seidel} + (\omega-1)\phi_{p}^{i}
\]  
(21)

Fig. 13: Relaxation coefficient \( \omega \) for the problem illustrated in Fig. 12.

Finally, in order to verify the computational gains using SOR, Fig. 14 shows the number of iteration using Gauss-Seidel and S.O.R with the optimum relaxation coefficient. It can be seen the enormous reduction in the number iteration when the optimum parameter is used, from 450,000 to 75,000 iterations. For both methods the convergence is smooth and well behaved.
The convergence of the norm of the residue is smooth for both solution methods. Initially the SOR showed higher residue, but until this iteration 100 was lower than the residue obtained in the Gauss-Seidel. Finally the methods converge to the tolerance adopted ($Tol = 1 \times 10^{-4}$) with 490,000 iterations for Gauss-Seidel and 75,000 iterations for SOR method, that is, only 15% of that.

5 CONCLUSIONS

Following, some conclusions are drawn from the results obtained with the tests made for evaluating the EbFVM presented in this paper.

5.1 Richardson extrapolation

The application of Richardson error analysis is valid for situations in which the convergence of the solution according to the size of the mesh ($h$) is monotonic, and this was verified for the case considered, as shown in Fig. 8.

The order of the error tends to be of close to 2 for most of the domain, as reported in Fig. 9. In a similar case (double-clamped cantilever beam) and using the classic finite volume method on a grid Cartesian, Vaz Jr [2] analyzed the order of the error for both the displacements and stresses, and also obtained close to 2.0.

Errors in displacement are small throughout the beam, reaching maximum values of $1.44 \times 10^{-3}$ mm in the free edge and values of the order $10^{-4}$ mm in most of the domain, according to Fig. 10. The largest displacements is of the order of 1.5 mm and the largest errors $1.44 \times 10^{-3}$ mm, i.e. error of the order of 0.1%.

5.2 Patch tests

The method has demonstrated good behavior in all proposed tests: Test A, Test B, Test C, Single-element test and Test C with “degenerated” elements. This permits to say that asymptotic convergence is ensured, the algorithm is robust, the solution continuity between elements is ensured and that the algorithm was correctly implemented.
5.3 Assembling technique

The sweeping of the domain element-by-element, renders to developed method generality in dealing with any type of grid and the necessary tools for easy implementation in existing fluid flow and finite element codes.

5.4 Concluding remarks

The results obtained herein reinforce the statements already found in the literature that finite volume methods are suitable for solving solid mechanics problems. The method presented contains all the ingredients required for a general method, like unstructured grids with suitable computational abstraction for implementing element or edge based methods. Associated to these features, the conservative principle at discrete level confers to the method stability and robustness. Coupled problems seems to be the major application for the technology advanced in this work.

REFERENCES


